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Effects are relationships between variables.  The magnitude of an effect has an 
essential role in sample-size estimation, statistical inference, and clinical or 
practical decisions about utility of the effect. Virtually every effect arises from a 
linear model, an equation in which a dependent variable equals a sum of pre-
dictor variables and/or their products. Linear models allow for the effect of one 
predictor to be adjusted for the effects of other predictors and for the modeling 
of non-linearity via polynomials. Effects and models used to estimate them 
depend on the nature of the dependent variable (continuous, nominal, count) 
and the predictor variables (numeric, nominal).  A continuous dependent is 
analyzed with general linear models. The effect of a nominal predictor is a 
difference in a mean, while the effect of a numeric predictor is a slope or corre-
lation. Default magnitude thresholds for difference in a mean come from stand-
ardization (dividing by the between-subject standard deviation): 0.20, 0.60, 1.2, 
2.0 and 4.0 for small, moderate, large, very large and extremely large.  The 
same thresholds apply to a slope, provided the slope is evaluated as the differ-
ence for 2 SD of the predictor.  Thresholds for correlations are 0.10, 0.30, 0.50, 
0.70 and 0.90.  Many effects and errors are uniform across the range of the 
dependent variable when expressed as percents or factors, and these should 
be estimated via log transformation. Non-uniformity of error arising from re-
peated measurement or from different subject groups should be addressed via 
within-subject modeling or mixed linear modeling, which also provide estimates 
of individual responses to treatments. Effects on nominal variables and counts 
are analyzed with generalized linear models, where the dependent is the log of 
either the odds of a binary classification (e.g., selected or not), the hazard (in-
cidence rate or "right-now risk" rate) of an event (e.g., injured or not), or the 
mean count (e.g., of injuries). The corresponding models are log-odds (logistic) 
regression, log-hazard regression, and log-count (Poisson) regression.  Effects 
are estimated as a factor representing the ratio between two groups or per unit 
or per 2 SD of a numeric predictor. The notion of 1, 3, 5, 7 and 9 in every 10 of 
something being attributable to an effect gives rise to thresholds of 1.11, 1.43, 
2.0, 3.3, and 10 (10/9, 10/7, 10/5, 10/3 and 10/1) and their inverses for ratios of 
proportions (which must be converted to odds for analysis), ratios of hazards 
and ratios of counts. Proportional hazards regression is an advanced form of 
linear modeling for use with events when hazards change with time but their 
ratio is constant.  KEYWORDS: correlation. count ratio, hazard ratio, minimum 
clinically important difference, odds ratio, relative risk, risk difference, risk ratio, 
standardization, transformation. 
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For an overview of effect magnitudes only, link to 
this slideshow, presented at the annual meeting of 
the Society of Chinese Scholars on Exercise Physi-
ology and Fitness in Xi'an, October 2019. For more 

on effect magnitudes for athletes, see the article on 
monitoring an individual and the slideshow on med-
al-winning enhancements of performance. For 
straightforward multiple linear regression, see the 
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article on bootstrapping and the spreadsheet Using 
LINEST in Excel, which also explains calculation 
and use of √(adjusted R-squared). 

Update 9 Oct 2019. Changes to various slides in the 
full slideshow consistent with the slideshow present-
ed in Xi'an. 

Update 2 May 2017. Figures illustrating moderator 
and mediator analyses now moved here from the 
slideshow on research designs. 

Update 4 Jan 2017. I improved the slides on num-
ber needed to treat,  odds ratio in case-control stud-
ies, and relationships between risk, hazard and odds 
ratios. 

Update 6 June 2016. I now advise use the p value 
for the odds ratio in a logistic regression to get con-
fidence limits for the corresponding proportion ratio. 
(I checked with simulations that this approach is 
accurate. Converting the confidence limits for the 
odds ratio to those for the proportion ratio does not 
work well, so I removed that advice.) A few other 
minor edits. 

Update 23 Oct 2013. Rank transformation is now 
dismissed as an approach to non-uniformity, and the 
analysis of win-draw-lose outcomes in matches is 
now mentioned as an example for cumulative lo-
gistic regression. 

Update 16 Sept 2012. There is now a single set of 
magnitude thresholds for ratios of proportions, haz-
ards and counts. The thresholds are the same as 
those I proposed previously for counts and rare 
events. I have removed the shorter version of the 
slideshow. 

Update 26 Sept 2011. Simplification of the intro-
ductory slides; coding of nominal predictors with 
dummy variables; models for controlled trials; im-
provements to slides dealing with nominal and count 
dependents, and a shorter version of the slideshow 
with less detail on nominal and count dependents. 

Update 9 Sept 2010. Slide showing residuals vs 
predicteds for a dependent requiring log transfor-
mation. More information on multinomial regression 
(e.g., for a Likert scale with few items or skewed 
responses).  Other minor improvements. 

Update 28 Aug 2010. Odds-ratio thresholds of 1.5, 
3.4, 9.0, 32 and 360 now included as an adjunct to 
proportion-difference thresholds of 10, 30, 50, 70 
and 90 percent when modeling and interpreting 
common time-independent classifications. These 
odds-ratio thresholds, which I computed directly 
from the proportion differences centered on 50% (55 
vs 45, 65 vs 35, etc.), agree well with a formula 
devised by Chinn (2000) to convert an odds ratio to 
a standardized difference in means (ln(odds ra-
tio)/1.81).  

After presenting the Magnitude Matters 
slideshow recently in several workshops, I 
realized that it needed more on the role played 
by linear modeling in estimation of effects. The 
additive nature of the linear model is the basis 
of adjustment for the effects of other factors to 
get pure or un-confounded effects and to identi-
fy potential mediators or mechanisms of an 
effect. The additive nature of linear models also 
explains why we should use the log of the de-
pendent variable to estimate uniform percent or 
factor effects. A consideration of the error term 
in a linear model provides further justification 
for the use of log transformation, along with the 
use of the unequal-variances t statistic or mixed 
modeling in analyses where the error term dif-
fers between or within subjects. Finally, the 
analyses for counts and binary dependent varia-
bles make little sense without understanding 
how the underlying linear models require such 
strange dependent variables as the log of the 
odds of a classification or the log of the hazard 
of a time-dependent event. The new slideshow 
addresses all these issues and more, using mate-
rial from the recent progressive statistics article 
(Hopkins et al., 2009) and a book chapter on 
injury statistics (Hopkins, 2009). The slideshow 
hopefully represents a useful combination of 
theory and practical advice for anyone who 
wants to understand and estimate effects in their 
research.   

For more on the way we infer causality, deal 
with confounders, and account for mechanisms 
in the relationships between variables, see the 
slideshow/article on research designs (Hopkins, 
2008). My article and spreadsheets on under-
standing stats via simulations (Hopkins, 2007a) 
are useful for learning more about log transfor-
mation, straightforward analyses, and inferen-
tial statistics. Follow this link to a slideshow 
that details the various approaches to repeated 
measures and random effects; I presented it at a 
conference in 2003, but it is still up to date. 

When it comes to actual data analysis, you 
will need extra help with the practicalities of 
the use of a spreadsheet or stats package.  Pe-
ruse the article on comparing two group means 
and play with the associated spreadsheet to 
come to terms with simple comparisons of 
means and adjustment for a covariate (Hopkins, 
2007b). The article on the various controlled 
trials and the associated spreadsheets are a little 
more advanced and also full of useful material 
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(Hopkins, 2017).  See the item on which stats 
package for an overview of some of the stats 
packages and for a set of files that are useful for 
SPSS users. If you already have some experi-
ence with the SAS package but need specific 
advice on Proc Mixed, Genmod or Glimmix, 
contact me. 
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